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Governments play an important role in 

the use of artificial intelligence (AI) for 

climate change mitigation. Governments 

collect environmental data used to train 

AI models, fund clean energy research 

programs that use AI tools, establish 

policies that shape the use of AI in the 

power and transport sectors, and 

facilitate international cooperation on AI 

for climate action. Other examples 

abound. 

Governments are playing an increasing 

role in addressing risks from AI, including 

content risks (such as bias, invasions of 

privacy and misinformation/disinformation), resource risks (such as increased greenhouse gas (GHG) 

emissions, strains on the power grid and water stress) and safety/security risks. These risks may 

affect the use of AI for climate change mitigation, diminishing the impact of AI tools designed to help 

reduce greenhouse gas emissions and/or undermining public trust in AI more broadly. 

These policies and programs have important impacts. Yet governments could do much more, using 

their convening powers, vast spending, regulatory authorities and other tools to speed and steer the 

use of AI for climate change mitigation. 

This chapter explores government’s role in AI for climate change mitigation. After a background 

section on government AI policies broadly, we pose two broad questions: 

1. What can governments do to promote the use of AI for climate change mitigation?  

2. What can governments do to address risks related to the use of AI for climate mitigation. 

We conclude with recommendations. 

A. General AI Policies 

Government policies with respect to AI are evolving rapidly. Policymakers around the world are 

considering a range of AI topics, including liability rules, labeling requirements, intellectual property 

protections, data privacy restrictions, workforce training programs, security and safety standards and 

data sovereignty issues. 

AI first began to receive widespread attention from policymakers during the latter part of the 2010s, 

due in part to the growing capabilities of AI models and emergence of applications such as facial 

recognition and autonomous vehicles. The release of ChatGPT in fall 2022 focused extraordinary 

public attention on AI, with rapid recognition of AI’s revolutionary potential and serious risks. This 

recognition has led to unprecedented interest in AI from policymakers. Important recent policy 

developments include: 
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▪ the European Union’s Artificial Intelligence Act (May 2024)1; 

▪ the Biden administration’s Executive Order on the Safe, Secure, and Trustworthy Development 

and Use of Artificial Intelligence (October 2023)2;  

▪  the G7 Hiroshima Process International Guiding Principles (October 2023)3 and 

▪ the Shanghai Declaration on Global AI Governance (July 2024).4 

The text box at the end of this chapter summarizes recent AI policy developments in key jurisdictions 

around the world.  

AI policies around the world vary widely, reflecting different political cultures. Europe’s approach to 

regulating digital issues (including AI) has been called "rights-driven," emphasizing privacy, data 

protection and ethical standards; the US approach has been called "market-driven," emphasizing 

innovation with minimal regulatory constraints; and China's approach has been called "state-driven,” 

emphasizing government oversight and control to help achieve national security and economic 

objectives. (The terms are from Anu Bradford’s Digital Empires (2023).)5  

Although government policies with respect to AI are evolving rapidly, those policies tend to change 

much more slowly than AI technologies themselves. Government institutions in many countries tend 

to move slowly, and many policy makers lack basic familiarity with AI. Finding ways for government 

policies to respond to fast-moving developments in AI is a challenge.6,7 

Still, government policies can play an important role in shaping AI for positive social outcomes. 

Governments can, for example, incentivize development of AI technologies that promote public 

goods by offering innovators grants or tax breaks. Governments can adopt regulations to prevent 

premature deployment of AI in mission-critical settings, which poses privacy and security risks. By 

setting clear ethical standards and requiring transparency in AI development, governments can 

mitigate biases and discrimination that might arise from poorly designed AI systems. 

For AI to achieve its full potential in benefiting society, key stakeholders must trust AI systems where 

appropriate and also critically evaluate their strengths and weaknesses. Yet the varying quality of AI 

systems, coupled with concerns about job displacement, privacy, algorithmic bias and energy use, 

have led to varying levels of trust and willingness to use AI-based systems. 

Governments can play a pivotal role in promoting trust in well-functioning AI systems and a 

questioning attitude about AI more broadly. By setting standards to minimize risks, governments can 

enhance the trustworthiness of AI systems. By implementing transparency measures, governments 

can help foster public understanding of AI. Governments can both promote open-source models, 

helping mitigate concerns about "black box" algorithms, and set transparency standards for closed-

source models, allowing the public to scrutinize the models’ training data, identify potential biases 

and improve the models’ performance.  

At the G7 Summit in June 2024, the heads of state held a “Special Session on Artificial Intelligence.” 

Pope Francis delivered remarks that concluded with the statement “It is up to everyone to make 

good use of [artificial intelligence], but the onus is on politics to create the conditions for such good 

use to be possible and fruitful.”8 
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B. Realizing AI’s Potential for Climate Mitigation 

AI is already contributing significantly to climate mitigation and has the potential to contribute much 

more. Today, for example, AI algorithms play a central role in monitoring methane emissions and 

help increase productivity of solar and wind power plants. Large language models (LLMs) help 

summarize and interpret climate-related documents from governments, financial institutions and 

others.9 In the years ahead, AI could accelerate discovery of new materials for batteries and biofuels, 

dramatically increase the capacity of transmission lines, reduce emissions from traffic congestion and 

much more.10,11 (Chapters 3–13 of this roadmap explore these topics in greater detail.)  

As opportunities to use AI for climate mitigation grow in the years ahead, the role of governments 

will be important. Some AI projects will have emissions reductions benefits but little, if any, near-

term commercial return, requiring governments to help move the projects forward. Other AI projects 

will have commercial returns but will not be designed to achieve optimal climate change benefits. 

Investing in projects to help maximize social benefits (such as those related to climate change) is a 

classic and important governmental function.  

Realizing AI’s full potential to contribute to climate mitigation will not be easy. Available, accessible, 

high-quality and interoperable data are essential. So are people with the skills to develop AI tools and 

the vision to identify the many ways AI can help accelerate decarbonization. Computing power is 

needed to train and run AI models, institutions must adapt to transformational new technologies, 

and funding is required for all this work. Government policies could help overcome barriers in all 

these areas.  

i. Data 

Data are essential for AI models. Complete, 

representative and reliable data provide a 

foundation for models that can support and 

accelerate the transition to net-zero 

emissions. Partial, unrepresentative and 

unreliable data produce bad models that 

could complicate or slow the transition. 

Unavailable or inaccessible data (especially 

from the global south), biased data and the 

lack of interoperable data can all cause 

problems. 

Governments can play an important role in 

addressing these challenges in at least three 

areas: collecting data, standardizing data 

and making it interoperable, and addressing 

the digital divide.  

 

U.S. Capitol -- Washington, DC, USA 



  

ICEF AI for Climate Change Mitigation Roadmap (Second Edition)  

 

November 2024  Chapter 16: Government Policy - 16-5 

  

 

a) Data collection 

Governments collect significant amounts of data related to climate change. The European Space 

Agency (ESA), the US National Aeronautics and Space Administration (NASA), the Japan 

Meteorological Agency and the China Meteorological Administration, for example, all collect large 

amounts of historical and current weather data. Several government programs, including ESA’s 

Climate Change Initiative and NASA’s Climate Data Service, specifically focus on ways that weather 

data can contribute to understanding climate change.  

Government agencies collect other types of data related to climate mitigation as well. NASA collects 

data on forest loss.12 The Japan Meteorological Agency collects data on sea-level rise.13 Hundreds of 

cities around the world collect traffic data.14 Most national governments—as well as the World Bank, 

the International Monetary Fund (IMF) and the Organization for Economic Co-operation and 

Development (OECD)—collect economic data.15 The UN Climate Framework Convention on Climate 

Change (UNFCCC), UN Environment Program (UNEP),UN Office for Disaster Risk Reduction (UNDRR) 

and others collect data on countries’ GHG emissions and climate action. 

In addition, governments support collection of climate-related data sets by others. Many universities, 

for example, rely on government grants for data collection and analysis with respect to climate 

change. The United States, European Union, Japanese and Chinese governments, among others, 

provide extensive grant funding for climate change and clean-energy research, which often involves 

data collection.16-18 

More and better data could contribute to climate change mitigation. Priorities include LiDAR data for 

topography, flood maps for urban planning, and more frequent and granular economic and 

emissions data. (Climate Change AI has published a Dataset Wishlist that includes considerable detail 

on data sets that would be helpful.19) Further, some of the currently available data suffer from 

quality problems and biases.  

Governments play an important role in helping address these gaps. Government policies can include: 

▪ Collecting, curating and hosting climate-related data; 

▪ Funding the collection, curation and hosting of climate-related data by others with grants, tax 

incentives or other fiscal tools; 

▪ Developing governance mechanisms for climate-related data on topics such as IP rights, legacy 

data, protection from deletion, data provenance and interoperability;  

▪ Convening task forces or similar groups to encourage standardization and interoperability of 

climate-related data and 

▪ Adopting regulations that encourage or require disclosure of climate-related data. 

b) Data standardization and interoperability 

Governments play a growing role in promoting standardization and interoperability of data for 

climate change mitigation. Current initiatives focused specifically on climate change and energy data 

include:  
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▪ The ESA Climate Change Initiative’s Data Standards, which set forth requirements “to ensure 

consistency, harmonization and ease of use” of varied climate data sets20 

▪ The UK Energy Data Task Force, established in 2019 as a collaboration between government, 

industry and academia, which develops standards and best practices with respect to data 

quality, interoperability and data sharing protocols in the energy sector.21 

Broader data initiatives with a climate change component include: 

▪ The German Standardization Roadmap, which establishes “data infrastructure and data quality 

standards for the development and validation of AI systems,” specifically noting that “[data] 

standardization contributes to Germany's transformation into a climate-neutral industrialized 

country”22;  

▪ Global Open Data for Agriculture and Nutrition (GODAN), which brings together governments, 

organizations and individuals to advocate for data standardization, sharing and 

interoperability23; 

▪ The Open Government Partnership, a government–civil society collaboration aimed at 

enhancing data transparency, civic participation and public accountability, including with 

respect to climate-related data and  

▪ The European Telecommunications Standards Institute (ETSI), a European standard-setting 

organization supported in part by the European Union that sets Internet of Things (IoT) 

standards, including those for “achieving the green and digital transformation.”24 

Governments could do more to help increase standardization and interoperability of climate data. 

Steps governments could take include: 

▪ Recommending stakeholders follow data management guidelines, such as the “FAIR Guiding 

Principles” (Findability, Accessibility, Interoperability and Reusability)25;  

▪ Imposing data standardization and harmonization requirements in connection with 

government-funded research and development (R&D) and tax incentives; 

▪ Enacting regulations to ensure transparency, including access to metadata and core data;  

▪ Providing funding for data standardization organizations and activities, including for developing 

standards and raising awareness and  

▪ Fostering collaboration and knowledge-sharing among stakeholders, thereby promoting 

standardization and harmonization of climate-related data.  

Government participation in standardization bodies and initiatives focused on data for climate 

mitigation can be especially helpful. By joining international organizations—such as the International 

Standards Organization (ISO)—and supporting industry-specific groups, governments contribute to 

development of data standards, protocols and best practices. Governments can also provide 

resources, expertise and endorsements to encourage adoption of these standards by industries and 

organizations.24 
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c) Addressing the digital divide 

Finally, governments can take steps to address the global digital divide. Today, more than 2.5 billion 

people globally are not connected to the Internet, and roughly half the world’s population lacks 

access to high-speed broadband.26 That creates two problems with respect to using AI for climate 

change mitigation. First, the lack of digital connectivity significantly limits data creation on a range of 

topics relevant to climate change mitigation, including energy usage, travel patterns and more.27 

Second, the lack of digital connectivity prevents businesses and others from accessing AI tools that 

could help cut emissions.(Of course, connecting people to high-speed Internet has wide-ranging 

economic and social benefits and should be pursued for many reasons beyond those related to 

climate change mitigation.) 

Some intergovernmental bodies and government programs currently work to address the digital 

divide. These programs include: 

▪ The International Telecommunication Union, a UN agency whose mission is “connecting the 

world”28 

▪ The World Bank’s Digital Development Partnership, which works to “to leverage digital 

technologies and data as a means to accelerate green, inclusive and resilient social and 

economic development”29 

▪ The US Infrastructure Investment and Jobs Act (IIJA) of 2021, which allocated $42 billion to 

close the digital divide in the US by improving broadband access.30 

Additional steps governments can take include providing more funding for broadband infrastructure 

in remote and underserved areas; establishing public WiFi hotspots in community centers, libraries 

and schools; launching digital literacy training programs to teach basic digital skills; and sharing best 

practices with other governments concerning policies and programs in this area.31 

ii. People 

Developing AI tools for climate change mitigation requires a diverse team of professionals. Data 

scientists, climate scientists, data engineers, software engineers, designers, product managers, 

climate policy experts and others may all have roles. These professionals must work together, often 

bridging differences in professional backgrounds and approach. 

One of the principal barriers to using AI for climate change mitigation is a lack of trained personnel. 

Trained data scientists and engineers are in short supply. (LinkedIn data suggest a 74% increase in 

the demand for AI specialists in the past four years.32,33) In addition, many professionals working on 

climate issues lack basic familiarity with AI. They may miss opportunities for AI to contribute 

significantly to their work and/or be unable to utilize AI tools for maximum advantage. 

Governments could help overcome these barriers in several ways.33 

First, governments could launch skills-development programs for professionals working on AI and 

climate issues. Some programs would target professionals with climate expertise, teaching them 

about AI; other programs would target professionals with AI expertise, teaching them about climate. 
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The programs could be workshops, short lecture series or full courses. Government agencies could 

run such programs or fund others to do so. 

Second, governments could launch AI-climate fellowship programs. The programs would identify 

promising university graduates (perhaps focusing on those from developing countries) and fund 

residential fellowships to study topics related to AI and climate change. Governments could explore 

partnerships with leading foundations for these programs.34-36 

Third, governments could pay for the education of university students learning skills related to using 

AI for climate mitigation. In some countries, paying the tuition and living expenses of university 

students developing such skills could help significantly increase enrollment in relevant courses.  

Fourth, governments could integrate AI and climate change–related topics into educational curricula 

at all levels. AI skills rest on a foundation of science, technology, engineering and math (STEM) 

education, with a curriculum that includes quantitative reasoning, logic, computer programming and 

related topics. Governments could commit to strengthening STEM education as a platform for 

developing a new generation prepared for AI-specific education/training, with particular applications 

related to climate change.  

Fifth, government agencies working 

on climate mitigation could 

systematically review the capabilities 

of their own staff with respect to AI 

and launch programs to ensure their 

staff remain up-to-date regarding AI 

developments. This could be 

especially beneficial for grant 

managers, helping them ensure 

government funds are disbursed with 

an up-to-date understanding of AI’s 

potential and attention to AI-related 

data management practices. 

Sixth, governments could commit 

extra funds to recruiting and 

retaining skilled AI professionals. AI specialists often command high salaries in the private sector, 

making it challenging for government agencies to hire them. Providing government human resources 

(HR) departments with the authority and resources to compete (at least partially) with the private 

sector for the best AI professionals could deliver significant benefits.  

Finally, as a core feature of education and training programs for AI and climate change, governments 

could pay attention to the global digital divide. As noted, billions of people globally currently lack 

Internet connectivity. Education and training programs focusing on basic digital skills in many regions 

will contribute enormously to a workforce able to fully utilize AI for climate change mitigation over 

the long-term.  
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iii. Computing power 

AI projects require computing power—for training models, running models and storing data. Lack of 

adequate computing power can be a barrier to AI projects related to climate change, especially in 

training foundation models that require enormous compute. Governments can take several steps to 

address this challenge. 

Governments could help increase the availability of computing power for climate change–related AI 

projects by (1) investing in its own computing infrastructure; (2) making its computing infrastructure 

available for projects that use AI for climate change mitigation and (3) funding research 

organizations, civil society and private sector companies working on climate change–related projects 

to use computing infrastructure owned by others. 

Governments already play an important role in this regard. Within the US Department of Energy 

(DOE), for example, some of the world’s most powerful supercomputers support a global network of 

partners as part of the Earth System Grid Federation (above). In connection with this project, Oak 

Ridge National Laboratory (ORNL), Lawrence Livermore National Laboratory (LLNL) and other US DOE 

National Labs provide computational services for climate change modeling and analysis—including 

simulations and projections—in part using AI tools.37-39 

Government investment could take several forms. Governments could invest in their own computing 

infrastructure, provide grants for others to develop such infrastructure and/or provide tax incentives 

to encourage development. The approaches that work best will vary from country to country.  

One powerful tool could be to (1) solicit proposals for projects that use AI for climate change 

mitigation and then (2) make computing power available without cost for the proposals that offer 

the greatest potential benefits. Microsoft AI for Earth and other private companies already do this40; 

governments could play an important role as demand for computing time increases in the years 

ahead. Government high-performance computing (HPC) facilities could expand their review process 

and reviewer pool to include more AI expertise and emphasize allocating HPC time for AI-enabled 

research with direct impacts on climate mitigation.41 

iv. Cost 

Cost is a cross-cutting barrier, relevant to each of the three barriers discussed above (data, people 

and computing power). Each of these three barriers could be mostly addressed, at least in the 

medium-term, with greater funding. 

As noted above, many climate change–related AI projects will have little if any near-term commercial 

return, making government funding essential. Many advances in using AI for climate mitigation will 

depend on government funding in the years ahead.  

A key question will be how such government funding for AI will be allocated. Some governments may 

focus funding on new and innovative AI methods, including open foundational models. Other 

governments may prioritize GHG reductions, which will often be achievable with existing AI methods. 

The allocation of funding between these two types of projects—those investigating new AI methods 

and those targeting maximum emission reduction—could have a significant impact.42 



  

ICEF AI for Climate Change Mitigation Roadmap (Second Edition)  

 

November 2024  Chapter 16: Government Policy - 16-10 

  

 

Governments also have an important role in ensuring that electric utilities that use AI tools to reduce 

emissions receive compensation for such projects. Electric utilities that are paid a regulated return 

based on their capital spending may lack the incentive to invest in AI tools that reduce emissions and 

costs. Unless regulators approve rules 

that provide compensation for the value 

created by AI, electric utilities may not 

pursue emissions-reducing projects, such 

as those for demand response or vehicle-

grid integration.43 

v. Institutions 

Institutional structures will play a 

significant role in realizing AI’s potential 

for climate mitigation.  

Some recent history provides useful 

background. The modern computing era 

began in the 1960s, as mainframe 

computers became increasingly central to 

many business functions. But the term “Chief Information Officer” was not coined until 1981. Until 

the 1980s, few large organizations had executives solely responsible for information and 

communications technologies in their top leadership teams.44 

In a similar manner, despite significant recent advances in AI, many institutions are only beginning to 

incorporate AI into their organization and mission. They could do so in a number of ways. For 

government agencies with responsibility for climate change mitigation, possible steps include:   

▪ creating an Artificial Intelligence Office, with responsibility for assessing opportunities, barriers 

and risks with respect to AI in all aspects of the agency’s mission;45 

▪ hiring a Special Advisor responsible for advising the head of the agency on all matters related 

to AI; 

▪ creating a unit to improve AI skills throughout the agency; and/or 

▪ launching a strategic planning process to consider ways that topics related to AI can best be 

addressed within the agency on an ongoing basis. 

Several governments are taking steps in these directions. In March 2024, for example, US Vice 

President Kamala Harris announced that all US government agencies would be required to name a 

chief AI officer.46  

Governments can also create or help create public-private partnerships or other stakeholder groups, 

bringing together diverse groups to discuss and implement opportunities for using AI for climate 

mitigation. Governments could help fund such public-private partnerships and/or provide the 

convening power to help assemble and sustain such groups. 
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Finally, intergovernmental organizations can play an important role in AI for climate mitigation. The 

International Energy Agency (IEA) produces leading research and convenes important meetings on 

AI/energy issues.47-49 The U.N. Framework Convention on Climate Change has an Initiative on AI for 

Climate Action.50 The Clean Energy Ministerial and Mission Innovation are launching an initiative on 

using AI to promote clean energy. The World Meteorological Organization (WMO) is using AI to 

improve understanding of Earth systems.51 These and other programs can help support the use of AI 

for climate mitigation. 

C. Managing Risks 

Risks related to using AI include content risks (such as bias, invasions of privacy and 

misinformation/disinformation), resource risks (such as increased GHG emissions, strains on the 

power grid and water stress) and safety/security risks.  

These risks arise from using AI generally, not from using AI for climate change mitigation in particular. 

Yet, there are two reasons why addressing these risks is important to successfully using AI for climate 

change mitigation. First, failure to address these risks could undermine public trust and confidence in 

AI, making adoption of AI for climate change mitigation less likely. Second, failure to address these 

risks could diminish the impact of AI tools designed to help mitigate climate change.  

In this section we discuss risks of using AI, government policies that could help address these risks 

and steps taken by governments to date.  

i. Bias 

Unrepresentative data, poorly designed algorithms and other factors create risks of bias in many AI 

applications. These biases can distort AI recommendations on a range of topics, including (for 

example) on infrastructure siting. An AI algorithm trained on historical data might suggest that new 

polluting infrastructure be located in low-income communities and new electric vehicle (EV) charging 

infrastructure be located in high-income communities because that is where such infrastructure is 

found in existing data sets. AI can produce poor or inaccurate results when developers fail to realize 

that data collected from one socioeconomic group is not representative of patterns in another 

socioeconomic group.  

These biases often result from uneven data availability across regions. For example, LLMs are trained 

on vast amounts of data, but these data are overwhelmingly from the Global North and primarily in 

English—the prevalent language on the Internet. This imbalance can lead to LLMs that are biased 

toward Western perspectives and struggle to understand or respond appropriately to languages and 

cultures from the global south.27 

Governments can address risks of bias with a range of tools: 

▪ Data collection standards. Governments could set data collection standards for AI models, 

highlighting the importance of diverse and representative data sets. These standards could be 

binding or non-binding. 
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▪ Transparency. Similarly, governments could set standards with respect to transparency in 

developing AI models, giving all stakeholders a better opportunity to identify possible biases. 

These standards could be binding or non-binding. For example, disclosure requirements could 

be established for training and evaluation data sets. 

▪ Third-party audits. Governments could recommend or require that AI developers retain third 

party auditors to assess any bias in their products and establish accreditation standards for 

organizations conducting such audits. 

▪ Legal accountability. Governments could establish legal frameworks that hold entities 

accountable for biased or discriminatory outcomes resulting from AI applications. 

▪ Convening. Governments could convene diverse stakeholders to evaluate AI products, bringing 

people with a wide range of views together and making sure all are heard. 

▪ Education and training. Governments could offer AI developers, data scientists and other 

stakeholders training programs on the importance of bias recognition and mitigation 

▪ Research and development (R&D). Governments could allocate funding for research into 

reducing bias in AI generally and for climate mitigation. 

There is emerging regulation attempting to address bias in AI. For example, the US Federal Trade 

Commission (FTC) and Equal Employment Opportunity Commission have introduced initiatives aimed 

at establishing guardrails around AI and its potential impact on the constituencies those agencies are 

charged with protecting.52 The FTC has already taken enforcement action against using biased data.53 

The EU’s AI Act specifically addresses bias, requiring data governance and management practices for 

AI systems classified as high-risk—including human oversight and risk management practices to 

mitigate likely risks to fundamental rights. The Act does not prevent deploying biased systems.54 

ii. Privacy 

Privacy risks related to using AI for climate mitigation include surveillance, personal identification and 

data sharing. First, increasing use of sensors, drones and IoT devices to monitor environmental 

change and human behaviors related to carbon emissions creates a risk that some data could be 

used for unauthorized surveillance. Second, when data from multiple sources are aggregated (such 

as smart meter data and property records), individuals who were previously anonymous in isolated 

datasets could become identifiable. Third, data on energy consumption patterns or other topics 

could be shared with third parties, either by the host of that data or as the result of a cyberattack. 

Governments can address these risks with policies including: 

▪ Data protection regulations. Governments could enact laws requiring organizations to ensure 

the privacy and protection of personal data, provide transparency on how data are processed 

and give individual’s rights to access, correct and delete their data. The EU’s General Data 

Protection Regulation (GDPR) is widely considered to be the strongest such law passed globally 

to date.55 
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▪ Privacy by design for all AI models. Governments could require that privacy considerations be 

expressly integrated in the design of AI models throughout development and during use. 

▪ Cybersecurity standards. Governments could mandate cybersecurity measures for 

organizations that collect, process or store climate-related data. 

▪ Anonymization. Governments could require use of techniques that render personal data less 

identifiable. 

▪ Oversight and governance bodies. Governments could establish independent oversight boards 

or agencies responsible for monitoring and ensuring privacy protections related to AI and 

climate mitigation. 

Some of these policies are already being incorporated into national laws:  

▪ Some data protection law frameworks, while not addressing AI specifically, lay a foundation for 

managing AI-related risks. The EU General Data Protection Regulation is an example. 

▪ AI-specific privacy regulation is emerging in multiple countries. In some countries, this is done 

by integrating explicit AI provisions into existing general data protection measures. Examples 

include Brazil’s General Data Protection Law (LGPD), South Africa’s Protection of Personal 

Information Act (POPIA) and India’s draft Personal Data Protection Bill. 

▪  In addition, privacy provisions can be introduced into AI regulation, such as integrating data 

protection measures into the EU AI Act.  

iii. Misinformation/disinformation 

Misinformation is false or misleading information. Disinformation is false or misleading information 

spread deliberately to deceive or cause harm. (Critically, misinformation or disinformation can 

include the omission of information necessary for statements to be complete and accurate.)56  

AI enables creation and dissemination of misinformation and disinformation at an unprecedented 

scale. Advanced AI technologies can generate fake text, images and videos that are difficult to 

distinguish from authentic content. These tools can be exploited to spread false narratives, 

manipulate public opinion and undermine trust in legitimate sources of information. 

AI contributes to misinformation and disinformation in other ways as well. AI-driven algorithms on 

social media platforms exacerbate the spread of misinformation by prioritizing content that 

maximizes user engagement without regard to whether the information is authentic. This creates 

echo chambers where users are exposed primarily to information that confirms their existing beliefs, 

further entrenching misinformation and making it harder to correct false narratives. In addition, 

incomplete data or flawed weights in AI models can lead to “algorithmic bias,” causing AI tools to 

spread false or misleading information.27   

AI-driven misinformation and disinformation is a potentially serious problem with respect to climate 

change mitigation. Misinformation and disinformation can erode public confidence in scientific 

judgments that are at the core of effective climate change policies, create false or polarizing 
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narratives that undercut public support for climate change policies and create significant 

impediments to sustaining climate change policies over the medium- to long-term.57-59   

There are no easy solutions to AI-driven misinformation and disinformation. Having governments 

serve as the arbiter of truth creates significant risks—arguably greater than allowing AI-based 

misinformation and disinformation to proceed unchecked.60  

Policies designed to mitigate AI-driven misinformation and disinformation include: 

▪ Labeling requirements for manipulated text, images or video; 

▪ Requirements that media platforms provide prompts or warnings suggesting that users 

consider the credibility of content before sharing or engaging with it;  

▪ Media literacy education in schools, equipping students with skills to critically evaluate 

information; 

▪ Government-led and independent watchdog fact-checking organizations and 

▪ Prohibitions on content that governments consider to be misinformation or disinformation.61 

Governments have begun to adopt policies in this area. The EU AI Act requires AI systems intended 

to inform the public on a matter of public interest to disclose when text has been manipulated, 

subject to some exceptions, including when human editors have reviewed and taken responsibility 

for the content.62 Several countries have established government-funded fact-checking entities to 

combat misinformation, including AFP in France63 and Singapore’s Fact Check Media.64 The G7 has 

established a Rapid Response Mechanism on Disinformation.65 The Chinese government prohibits 

dissemination of information it considers to be false or misleading, with initiatives that focus on AI-

driven content in particular.66,67 (Strong disagreements between the Chinese government and many 

Western governments on what constitutes false or misleading information underscores the 

challenges of government regulation on this topic.) 

iv. Greenhouse gas (GHG) emissions 

At present, GHG emissions from AI operations are less than 1% of total GHG emissions—and perhaps 

much less.68,69 Yet as the use of AI grows in the years ahead, GHG emissions from AI operations could 

increase significantly. (This topic is explored in detail in Chapter 15 of the Roadmap.) 

A number of policies can help limit growth in GHG emissions from AI operations in the years ahead. 

Those include the following: 

▪ Research & development (R&D). Governments could invest in R&D on energy-efficient AI 

algorithms and hardware. That could include research on methods that require less data or 

computational power for training AI models, such as few-shot learning or transfer learning. 

▪ Low-carbon data centers. Governments can promote data centers that emit little or no carbon 

dioxide (CO2) through a range of measures, including (1) tax incentives or subsidies for data 

centers powered with zero-carbon electricity (renewables, nuclear or fossil generation with 

carbon capture), (2) regulations requiring data centers to use a certain percentage of zero-
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carbon power, (3) guidelines and incentives for energy-efficient data centers and (4) measures 

to increase supply of clean electricity (such as accelerated permitting). 

▪ Disclosures. Governments could require AI companies to disclose GHG emissions associated 

with their operations on a full life-cycle basis. Disclosure requirements can apply to model 

cards (fact sheets that include information about how models are trained) and AI applications.  

▪ Government procurement. Governments can prioritize AI systems with low GHG emissions 

when procuring AI solutions for their own use.  

Recent legislation on these topics includes Germany’s Energy Efficiency Act of 2023, which  requires 

data centers to use 50% renewable energy by early 2024, rising to 100% by 2027.70 In 2024, the EU 

Commission introduced a new regulatory framework mandating sustainability reporting for data 

centers consuming 0.5 MW or more. Beginning in 2026, operators must disclose total electricity 

consumption and the proportion sourced from renewable energy, including on-site generation and 

grid-supplied renewable energy backed by Guarantees of Origin.71,72 

In the United States, Senator Ed Markey and several co-sponsors introduced the "Artificial 

Intelligence Environmental Impacts Act of 2024."73 This act mandates that the Environmental 

Protection Agency (EPA) conduct a comprehensive study on the environmental impacts of AI, 

including energy consumption, pollution and electronic waste. The bill also requires that the National 

Institute of Standards and Technology (NIST) establish a consortium to develop standards and a 

voluntary reporting system for the environmental impacts of AI.  

v. Strains on the power grid 

In the past year, data center owners and operators have submitted a record number of requests for 

electricity interconnections in many places around the world. These requests are due in significant 

part to increasing demand for AI.74,75 Due to uncertain prospects for approvals, many data center 

operators have submitted more interconnection requests than they need. Yet even accounting for 

this “application frenzy,” data center power demand is still rising rapidly.76,77 (This topic is explored in 

detail in Chapter 15B of the Roadmap.) 

In many locations, electric utilities are unable to provide sufficient electric power to meet data center 

demand. In some locations, electric utilities do not anticipate being able to meet this demand for 

many years. Data center power demand is creating challenges with respect to resource adequacy 

(the ability of a power system to ensure sufficient generation capacity and other resources to reliably 

meet electricity demand at all times). Problems with resource adequacy increase risks of blackouts 

and brownouts, can lead to higher electricity prices, and compromise the reliability of an electric 

grid. 

Government policy can play an important role in responding to these challenges. Potential 

approaches include: 

▪ Construction moratoria halting approvals of new data centers until resource adequacy 

concerns are fully addressed; 
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▪ Suspension of data center tax incentives, slowing development that could raise resource 

adequacy concerns;  

▪ Permitting reforms that streamline approval processes for new projects, allowing faster 

deployment of generation and transmission infrastructure; 

▪ Locational incentives, such as zonal pricing and zoning rules for new data centers; 

▪ Demand response programs, which reduce peak load on the grid by incentivizing consumers to 

lower their energy usage during high-demand periods78; 

▪ Proactive transmission planning to anticipate future energy needs and strategically develop 

transmission networks that accommodate load growth from data centers and  

▪ Approval of infrastructure upgrades, such as expanding transmission lines and enhancing 

substations, thus increasing the grid's capacity to handle higher loads and reducing the risk of 

blackouts and brownouts.78 

Regulators and utilities are starting to adopt some of these measures. Ireland, Singapore and the 

Netherlands have each at times imposed construction moratoria on data centers to prevent grid-

related problems.79,80 The state of Georgia in the United States suspended a tax break for data 

centers pending analysis of power demand issues.81 

vi. Water stress 

Data centers are critical infrastructure for the digital economy, powering everything from cloud 

storage to AI computations. However, some data centers consume significant amounts of water, 

primarily for cooling the servers, which generate substantial heat. This water usage can strain local 

water resources, especially in regions already facing water scarcity. The impact on local water 

resources can be severe, leading to competition between industrial and municipal water needs and 

potentially exacerbating existing water stress. To mitigate this impact, some data centers are 

exploring alternative cooling methods, such as using recycled or non-potable water or adopting more 

efficient air-cooling technologies that reduce water dependency.82,83  

To address the environmental impacts of water consumption by data centers, governments can 

implement the following policy measures:  

▪ Mandatory water usage reporting. Enforce transparent reporting of both direct and indirect 

water usage by data centers on AI model cards. The EU Data Center Directive includes water 

usage reporting. 

▪ Water efficiency standards and targets. Establish water efficiency standards and clear targets 

for data center operations, mandating adoption of water-saving technologies like advanced 

cooling systems. 

▪ Water pricing mechanisms. Implement tiered water pricing systems that reflect the true cost 

of water, encouraging data centers to optimize their water use and reduce unnecessary 

consumption. 
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▪ Location-based restrictions. Impose restrictions on the location of new data centers in water-

scarce regions, directing development toward areas with abundant water resources to prevent 

strain on local water supplies.  

▪ Water recycling and reuse mandates. Mandate or promote using recycled or non-potable 

water for cooling purposes in data centers. 

Current examples of these policies include the EU-wide delegated regulation for rating sustainability 

of data centers,71 which includes mandatory water usage reporting for data centers, and the 

Singapore Building and Construction Authority’s Green Mark Certification scheme, which includes 

water efficiency criteria for data centers.84 

vii. Safety/security 

AI systems can create safety risks when they fail to operate as intended or have unintended 

consequences. Risks are especially acute when AI is used not only to inform human decision making, 

but to make decisions with limited or no human oversight. This can be especially dangerous in real-

time operations in industrial facilities, the power grid and autonomous vehicles. In addition, AI tools 

are subject to attack by hackers or others with malicious intent, creating security risks. AI systems 

expand the “attack surface” for hackers beyond that found in conventional hardware and software, 

increasing security risks.85,86 

Government policy can play an important role in addressing AI safety and security risks:    

▪ Regulatory frameworks. Governments can establish regulations that require safety 

assessments, security protocols and risk management procedures for AI systems, as well as 

independent testing and verification to ensure these standards are met before AI systems are 

deployed. 

▪ Certification and compliance. Governments can implement certification processes for AI 

systems that meet safety and security criteria. 

▪ Public-private partnerships. Governments can collaborate with industry stakeholders and 

research institutions to develop best practices, guidelines and tools for ensuring AI safety and 

security, funding research focused on AI safety and security. 

▪ Global cooperation and governance. Governments can engage in dialogue and cooperate with 

other governments around the world to establish global norms and standards for AI safety and 

security. 

▪ Public awareness and education. Governments can initiate public awareness campaigns and 

educational programs about the potential safety and security risks of AI. 
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D. Recommendations 

1. Governments should prioritize development of a climate-relevant data ecosystem. This should 

include the following:  

a. Governments should invest significant funds in data collection, curation and standardization. 

The climate-relevant data collected by governments should be easily accessible by all 

stakeholders. In developing climate-relevant data, governments should particularly focus on 

data-gathering from underrepresented regions and sectors, as well as on data types that 

have previously been unavailable or insufficient.  

b. Governments should adopt and promote data interoperability standards and invest in secure, 

scalable infrastructure for storing and disseminating climate-relevant data. Governments 

should also adopt clear data governance frameworks to ensure data privacy, security and 

ethical use.  

c. Governments should employ a combination of direct funding, low-interest loans, tax 

incentives, advanced market commitments and regulatory frameworks to help. 

2. Governments should help fund large-scale open-source foundational models tailored to 

addressing climate challenges. These models, in domains such as climate science, energy systems, 

food security and oceanography, could serve as the bedrock for a new generation of climate 

mitigation applications. By using existing open-source models and investing in new open-source 

models, governments can accelerate innovation, foster public-private partnerships and help 

develop solutions to pressing climate issues. International collaboration in funding and research 

will be essential to maximizing the impact of these models. 

3. Governments should incentivize AI applications that contribute to climate mitigation with (1) 

regulatory frameworks that prioritize climate-friendly AI; (2) financial incentives, such as grants, 

tax breaks and procurement preferences and (3) public recognition programs. In connection with 

these programs, governments should establish clear evaluation criteria to assess the climate 

impact of AI systems to help ensure that incentives are targeted effectively.  

4. Governments should invest in education and training programs to develop a skilled AI workforce. 

This should include supporting AI research, curriculum development and upskilling programs for 

both students and professionals. 

5. In shaping policies and programs on AI and climate change, governments should seek input from 

and work closely with a wide range of stakeholders, including technology companies, energy 

companies, academia and civil society. 

6. Governments should facilitate knowledge-sharing and collaboration between experts in climate 

mitigation and experts in AI. Governments should use their convening power (by organizing 

roundtables, task forces, advisory bodies and hackathons) and other tools for this purpose. 
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7. Governments should establish ethical guidelines for developing and deploying AI applications to 

help foster the trust and confidence in AI that will be important for using AI in climate change 

mitigation. These guidelines should address issues such as data privacy, bias, transparency, 

truthfulness and accountability. Governments should develop these guidelines in collaboration 

with industry, civil society and academia.  

 

RECENT AI POLICIES IN BRIEF 

as of November 2024 

UNITED STATES 

Leading AI policy announcements from the US federal government include: 

▪ The Executive Order on the Safe, Secure, and Trustworthy Development and Use of Artificial 

Intelligence, released in October 2023, which requires developers of large AI models to share 

information about their products with the US government, streamlines visa processes for 

noncitizens working on AI and directs federal agencies to issue AI guidelines, among dozens of 

provisions2; 

▪ The AI Risk Management Framework, released by NIST in January 2023 to help “manage risks 

to individuals, organizations, and society associated with artificial intelligence”87 and 

▪ The Blueprint for an AI Bill of Rights, released by the White House in October 2022 to guide 

design and use of AI with five principles—safe and effective systems; algorithmic 

discrimination protection; data privacy; notice and explanation; and human alternatives, 

considerations and fallback.88 

In July 2023, President Biden met at the White House with the CEOs of leading AI companies, who 

pledged “to develop and deploy advanced AI systems to help address society’s greatest challenges,” 

including climate change.89 

In May 2024, the Bipartisan Senate Artificial Intelligence Working Group released its Roadmap for 

Artificial Intelligence Policy in the US Senate.90 The roadmap recommends that the federal 

government spend up to $32 billion for annual nondefense AI R&D and encourages Congressional 

committees to consider legislation on a wide range of AI topics including workforce training, 

transparency of AI systems, liability of AI developers and standards for using AI in critical 

infrastructure. 

In the past several years, many bills on AI have been introduced in the US Congress:  

▪ The Artificial Intelligence Environmental Impacts Act of 2024, which would mandate several 

measures to ensure environmental consequences of AI are thoroughly studied and reported91;  

▪ The CREATE AI Act of 2023, which would establish the National Artificial Intelligence Research 

Resource (NAIRR)92 and 
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▪ The AI Labeling Act of 2023, which would require all generative AI systems to include a clear 

and conspicuous disclosure that identifies content as AI-generated.93 

EUROPEAN UNION 

The European Union’s Artificial Intelligence Act entered into force on August 1, 2024. The Act 

comprehensively regulates AI in Europe, applying a risk-based approach. High-risk AI systems are 

subject to the most stringent controls. Activities considered to be especially risky—including live 

facial recognition and scraping of biometric data from social media platforms—are prohibited.1,94  

The European Union’s Energy Efficiency Directive, adopted in 2023, requires data centers with 

more than 500 kW of power demand to report energy consumption, renewable energy use, 

water use and related topics.95  Germany’s revised Energy Efficiency Act, also adopted in 2023, 

incorporates the EU reporting obligations, requires data centers to buy 50% of their power from 

renewable sources (rising to 100% by 2027) and sets other standards for data center 

operations.70  

In September 2022, the European Commission proposed the AI Liability Directive, which is 

intended to ensure that AI operators can be held liable for damages caused by AI systems. (In the 

absence of such a directive, the lack of transparency and complexity of AI systems could make 

recovery of damages difficult.) The European Parliament and Council of the European Union have 

not yet acted on the European Commission’s proposal. If the AI Liability Directive is adopted, EU 

Member States would then be required to incorporate its terms into national laws.96-101 

Other important EU AI policies include (1) the Coordinated Plan on Artificial Intelligence, updated 

in 2021, which aims to accelerate investments in AI technologies and align AI throughout the 

European Union102 and (2) the General Data Protection Regulation (GDPR) of 2016. AI is not 

explicitly mentioned in the GDPR, but many of its provisions—including those on purpose 

limitation, data minimization, the special treatment of “sensitive data” and limitations on 

automated decisions—are relevant to AI.103,104 

CHINA 

In July 2023, the Cyberspace Administration of China (CAC) and other entities published the 

Provisional Regulations on Management of Generative Artificial Intelligence Services. The Provisional 

Regulations require that any generative AI technologies used to provide services to the public in the 

China “reflect socialist core values” and prohibit content that “may harm national security and hurt 

the national image.”67 

In June 2023, China’s State Council announced that it will submit a draft AI law to the Standing 

Committee of the National People's Congress by the end of the year.105 This would be China’s first 

national AI legislation. 

In the past several years, the Chinese government has released a number of binding policy 

documents on AI: 
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▪ Provisions on the Administration of Deep Synthesis Internet Information Services, released by 

the CAC, the Ministry of Industry and Information Technology (MIIT) and the Ministry of Public 

Security (MPS) in November 2022. This policy document requires the labeling of synthetically 

generated content and prohibits AI tools from generating “fake news information.”106 

▪ Provisions on the Management of Algorithmic Recommendations in Internet Information 

Services, released by CAC, MIIT, MPS and the State Administration for Market Regulation in 

December 2021. This document includes provisions for content control and worker protection 

and created China’s “algorithm registry,” an online database. Developers are required to 

submit information to the registry on the training and deployment of their algorithms.107,108 

JAPAN 

In their May 2023 meeting in Hiroshima, Japan, G7 heads of state agreed to launch an initiative to 

strengthen collaboration on governance of generative AI. The initiative will be known as the 

“Hiroshima AI process.”109 Also in May 2023, the Japanese government held the first meeting of its 

Artificial Intelligence Strategy Council, attended by Prime Minister Fumio Kishida.110 

In April 2023, Japan’s governing Liberal Democratic Party released an AI White Paper with more than 

two dozen recommendations for promoting and managing the development of AI in Japan: 

▪ “Accelerate applied research and development by accumulating domestic knowledge on 

foundation models” 

▪ “Immediately initiate multiple pilot projects with visible results in a short period of time as 

specific examples of utilizing AI for basic administrative services” 

▪ “Provide strong support for AI-based smart city initiatives by local governments” 

▪ “Position the improvement of AI literacy in the public education curriculum in anticipation of 

the AI native era, when active use of AI in daily socioeconomic activities will be the norm”111,112 

The AI White Paper builds on Japan’s AI Strategy 2022, released in April 2022 by the Secretariat of 

Science, Technology and Innovation Policy within the Cabinet office. The AI Strategy 2022 sets forth 

five strategic objectives for AI development in Japan:  

▪ “A technological infrastructure that will enable Japan to protect its people in the face of 

imminent crises such as pandemics and large-scale disasters” 

▪ “Japan should become the world's most capable country in the AI era by developing human 

resources” 

▪ “Japan should become a top runner in the application of AI in real-world industries” 

▪ “In Japan, a series of technology systems to realize a sustainable society with diversity is 

established and a mechanism to operate them is realized” 

▪ “Japan should lead in building an international network in the AI field for research, education 

and social infrastructure”111,113 
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INDIA 
In April 2023, India’s Ministry of Electronics and Information Technology announced that the Indian 

government “is not considering bringing a law or regulating the growth of artificial intelligence in the 

country.” The ministry referred to AI as a “kinetic enabler of the digital economy.”114,115 In February 

2023, the Indian government announced the establishment of three new Centers of Excellence for 

Artificial Intelligence.116 

In 2021, Nitii Ayog published a Responsible AI/AIforALL report, proposing seven “principles for the 

responsible management of AI systems: (1 ) safety and reliability, (2) equality, (3) inclusivity and non-

discrimination, (4) privacy and security, (5) transparency, (6) accountability and (7) protection and 

reinforcement of positive human values.”117   

In 2018, Nitii Ayog released an AI Strategy calling for investment in education and training, privacy 

protections, and use of AI across the value chain.117 The Indian Government maintains an AI website 

at https://indiaai.gov.in/.118,119 
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